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Abstract— Secure communications in wireless ad hoc networks utilizing the existence of multiple shared keys and by [5] to
are protected by setting up end-to-end secret keys for commu- a random matrix based scheme to improve resilience against
nicating node pairs. Secret keys can be provided by pre-loading ,4qe captures. In a separate work, a location-aware key pre-

shared secrets (e.g. a set of potential keys or keying informa- . . " . . .
tion) into nodes prior to deployment. However, due to physical distribution scheme was proposed in [6], [7], [8]. This scheme

limitations of nodes and network scalability requirements, this PUts strong requirements on deployment location knowledge,
key pre-distribution approach is not able to achieve full key- but achieves better scalability and local key-connectivity com-
connectivity for all communicating pairs. Therefore, on-demand pared to basic key pre-distribution schemes. Later, a general

key establishment, in which pairwise secret keys are derived gamework for key pre-distribution was presented in [9].

by exchanging multiple keying messages among wireless nodes, As pointed tin 1101 1111 21 K _distributi

becomes necessary. pointed out in [10], [ .], [12], key pre-distribution
In this paper, we develop a theoretical framework for the on- Schemes have to struggle with the conflicts among node

demand key establishment approach. Our contributions include resource constraints, desired key-connectivity probability, scal-
a novel security metric, which we call a Byzantine resilience ability in network size, and resilience against malicious at-
vector, to quantify the resilience of any key establishment {50ks Due to the limitation of node memory and computation

scheme against Byzantine (arbitrary) attacks. Our analysis shows _, .. C
that previous key establishment schemes are vulnerable under ability, key pre-distribution schemes scale poorly to very large

Byzantine attacks. We prove a universal bound on achievable Networks and the resulting pairwise key-connectivity proba-
Byzantine resilience vectors for any on-demand key establishment bility is relatively low. In addition, most key pre-distribution
scheme. We show that this bound, which characterizes the schemes are designated to protect only the confidentiality of
optimal security analytically, is tight, by proposing a Byzantine- gecret keys, while two other security components, integrity
resilient key establishment scheme which achieves any vector ST o
within this bound. In addition, we also propose a class of low and availability, are not accounte_\d for. Key pre-dlstr_|but|on
complexity key establishment schemes which achieves nearly-Schemes are vulnerable when various attacks occur simultane-

optimal Byzantine attack resilience. The security and complexity ously.

of the proposed schemes are analyzed. To address these issues, a key establishment approach that
L employs pre-distributed keys as local link keys has been
- INTRODUCTION proposed in [4], [13], [14], [15]. In this approach, to set

In wireless ad hoc networks such as wireless sensor nep an end-to-end secret key between two nodes, the source
works, symmetric key cryptography is attractive due to itsode generates a set of keying messages, from which a secret
efficiency under extreme node resource constraints (e.g. cdmay can be derived. Each keying message is sent through a
putation, memory and power). Currently, there exist thremeparate communication path from the source node to the
different approaches for providing pairwise secret keys: kaestination node which then computes the secret key locally.
assignment using trusted third parties, key pre-distributidrhe transmission is protected by existing link keys at each hop.
before initial node deployment, and key establishment [8ince itis difficult to attack a large fraction of keying messages
exchanging keying messages. In particular, the key assignmsintultaneously in an ad hoc network, the key establishment
schemes rely on trusted servers for key agreement amauproach using multi-path is able to guard against various
nodes [1], [2]. These schemes may not be practical for aattacks efficiently. In particular, an XOR-based key establish-
hoc networks or large-scale sensor networks, which do maent scheme was proposed in [4], [13], where a secret key
have the infrastructure of trusted servers or base-statioissderived by the XOR of all keying messages. This scheme
The second approach, key pre-distribution, has attracted apotvents malicious attackers from deriving the secret key if
of attention recently due to its efficiency in small or locahot all keying messages are revealed. In [14], Shamir showed
networks. In key pre-distribution schemes, a large amoutiiat there exists a scheme to divide a secret keyrintkeying
of secret keys or keying information can be preloaded intoessages in such a way that the key is easily reconstructable
nodes prior to deployment. Neighboring nodes then discovieom anywv + 1 pieces, but even complete knowledgevef 1
shared keys after deployment to achieve a certain level miEces reveals no information about the key. This technique
key-connectivity probability. The pioneering work on key preenables the construction of a key establishment scheme that
distribution was by Eschenauer and Gligor in [3]. The workan guard both revealing and erasure of keying messages. In
has since been generalized by [4] to a g-composite schemseparate work [15], Huang et al proposed a Reed-Solomon



code based scheme that allows node pairs to derive secret kegtsvork are protected by pairwise secret keys. In our threat
when both erasure and modification of keying messages oceundel, nodes are not tamper resistant. Compromised or fab-

However, all of these previous key establishment schemésated nodes reveal all their forwarding keying messages to
only deal with a subset of the following three attacks and thusttackers and also try to disrupt normal key establishment in

are vulnerable to a Byzantine attack model, in which maliciouke network.
Q O & Kop = f(M,y,..., M,)

nodes (i.e. compromised or attacker-fabricated nodes) can (a)

reveal the keying messages passing through them to make "
secret keys computable to the attackers; (b) erase and stop
forwarding keying messages to prevent other nodes from e
tablishing secret keys; or (c) cheat the receivers by modifying
the forwarded keying messages to prevent other nodes from .,

deriving the correct secret keys. The main contributions of this @ ® -0 Q/

paper are ngmarlzed as fo”O_WS' ) . Fig. 1. This figure illustrates how to set up an end-to-end secret by sending
« We define a novel security metric, called a Byzanting messages from the source nafleto the destination nod®, in the key

resilience vector, to quantify the resilience of any ke§stablishment approach.
establishment scheme against Byzantine attacks. The se-
curity of previous key establishment schemes [4], [13], | the key establishment approach, multiple keying mes-
[14], [15] is evaluated with respect to the proposedyges and communication paths between two nodes are used
security metric. Our analysis and simulation show thgf get up an end-to-end secret key. Suppose that two nodes
previous key establishment schemes are vulnerable undery 4 p in Fig 1 want to set up a pairwise key. The
Byzantine attacks. _ ~ source nodeS generatesm keying messages, denoted by

. We develop a gmfymg theoreycal framework, WhIChMl’”.?Mm, and sends each of the keying messages via a
includes all previous key establishment schemes as spgparate communication path toward the destination Hade
cial cases. The entire set of Byzantine resilience Vectof§ secure keying messages during transmission, encryptions
achievable by any key establishment scheme is charggr existing link keys are performed at each intermediate node
terized by proving a security performance bound in gefore forwarding keying messages, and nodes at next hop
closed-form expression. The bound is tight, since Wgscrypt the messages by the same link keys. In this approach,
propose an optimal key establishment algorithm that jge |ink keys are provided by key pre-distribution schemes.
able to achieve any Byzantine resilience vector withi ¢ . r . D is a communication path used for sending

the bound. This proposed algorithm is the first that C3Hessagel;, the following steps are performed:
simultaneously guard against all three attacks defined in

the Byzantine attack model. S = Exgp(M;) = R and R — Eg,,(M;) — D,

« The 3-dimensional region consisting of all feasiblhere g5 and Ky are existing link keys shared by node
Byzantine reS|I|er_lce vectors (gs plotted in Fig.2 in Sectigfhjrs S-R and R-D, respectively. Upon receiving the keying
), not only provides a quantitative measurement for thﬁlessages, nod® employs a given functiory(-) to derive
optimal security of the key establishment approach byh end-to-end secret kel sp = f(Mi,...,M,,) used to
also gives a benchmark for the design and analysis of kg¥cure future communication with nodg Since end-to-
establishment protocols given statistical attack patternssg secret keys can be set up based on demand, the key
In particular, it is proven that a secret key can alwaysstablishment approach allows rekeying or key refreshing to
be estab“shed Securely if |ESS than one th|rd Of key”’&:} eaS”y imp|emented in Wire'ess ad hoc networks_
messages are attacked. _ Existing key establishment schemes [4], [13], [14], [15]

« In addition, we propose a class of low complexity keyre limited to dealing with a subset of possible attacks and
establishment algorithms with nearly-optimal Byzantingecome vulnerable under Byzantine attacks. Our Byzantine
attack resilience. The algorithms only require XOR Oittack model consists of a combination of the following three
keying messages and simple table lookups. Complexifydependent attacks, each targeted at a security component:
and security performance analysis of the proposed al-, Revealing attacks on keying message confidentiality
gorithms is presented in detail. We also implement the  compromised or fabricated nodes reveal to attackers the
two propose_d algorithms with the Zone Routing Protocql content of keying messages traveling through them. To
[16] in a wireless ad hoc network and compare their  guanify the resilience against this attack, we define a
performance with previous key establishment schemes. ihreshold valuey > 0, such that if no more tham

A significant security improvement is observed in simu-  pessages are revealed to attackers, the end-to-end secret

lations. key remainsunconditionally secreeven if all attackers
[I. ANEW SECURITY METRIC FORBYZANTINE ATTACKS collude, i.e. when keying messages are random, we have
We consider a wireless ad hoc network consistingN\of Prob{f(M1, e, My) = K5D|Mi1,...,Mi,,}

nodes without using any infrastructure such as access points
or base stations. Secret and reliable communications in the = Prob {f(My,...,Mn) = Ksp} = ok (1)



for any iy,...,i, € Z,, and any k-bit key,Ksp. This Byzantine resiliencév =m —1,e = 0,d = 0),,,. In [14], the
implies that knowing any set of no more tharkeying author proposed another key establishment scheme, in which
messages reveals zero information to attackers. a secret key is regarded as an integer coefficient of a degree
o Erasure attacks on keying message availability an ¢ random polynomial in Fyx, such that it can be recovered
attempt to prevent the end-to-end secret key from bffem any ¢ + 1 evaluations of the polynomial and remains
ing established, compromised or fabricated nodes maltedetermined if only evaluations are known. By varying the
keying messages unavailable to the destination, by stafegreet and assigning = t, this scheme is able to achieve
forwarding keying messages or jamming forwarding linkiv+e = m—1,d = 0),,. The last scheme [15] employs Reed-
We definee > 0 to be a threshold such that the secre®olomon codes (a special class of error control codes) to deal
key can be recovered at the destination node if no mongth keying message erasure and modification. Considering
thane messages are erased. the secret key as an input, keying messages are constructed
« Modification attacks on keying message integriynce by dividing the output codeword int@: pieces, such that the

complicated authentication methods (e.g. digital signatukey can be recovered if no more thaandd keying messages
using public-key-based cryptography) are impractical iare erased and modified respectively, gileht+ e < m — 1.
ad hoc networks, keying messages are subject to modHixtending this scheme to general error control codes achieves
cation attacks, in which compromised or fabricated nodesByzantine resilience ofv = 0,e + 2d = m — 1),,, Since
forward modified keying messages to cause confusion.ahy revealed keying message can be used as a constraint to
threshold valuel > 0 is chosen to denote the maximunreduce the search space of the secret key and thus violates
number of modified messages that can be corrected byrconditional secrecy. Table | summarizes the security analysis
key establishment scheme. of previous key establishment schemes, whose vulnerabilities

Although erasure and modification attacks can also be ruerlder Byzan_tine attacks (i.e. entries with zero resilience) are

L marked by* in the table.
garded as transmission erasures and errors from a classica
error control coding perspective, where much research has

Previous Schemeg  Resilience vecto(v, e, d),
been done on how to correct transmission erasures and errors v e d
efficiently, our Byzantine attack model in this paper is dif- XOR[4], [13] | v=m—1|e=0" | d=07
ferent, because providing confidentiality (which is irrelevant Polynomial [14] vte=m—1 d=0~
to error control coding applications) is a must for establishing RS code [15] v =0" r 2dte=m~—1
end-to-end secret keys in wireless ad hoc networks. In the fol-
lowing, we will provide a unifying framework and analysis for TABLE |
resilience of any key establishment schemes under Byzantin®HE SECURITY ANALYSIS IN THIS TABLE SHOWS THAT PREVIOUS KEY
attacks. ESTABLISHMENT SCHEMES ARE VULNERABLE UNDERBYZANTINE

Byzantine attack is defined as any arbitrary combination @f TACKS, SINCE THEY ARE DESIGNED TO DEAL WITH ONLY A SUBSET OF

the revealing, erasure, and modification attacks. Givenithat POSSIBLE ATTACKS

keying messages are used for establishing a secret key in a
key establishment scheme, we quantify its Byzantine attack
resilience by a three tuplev, e, d),,, denoted as a Byzantine
resilience vector. The vectdw, e, d),, is a new metric that  In this section, we prove a universal bound on achievable
measures the security performance of any key establishmBigantine resilience vectors for key establishment. This bound
scheme under Byzantine attacks. More precisely, we say tiashown to be tight, as we propose an optimal key estab-
a key establishment scheme achieves a Byzantine resilieigBment scheme which can achieve any vector within this
(v,e,d),, if an end-to-end secret key can be successfulBpund. To our knowledge, our proposed algorithm is the first
established under no more thaerasure attacks antimodifi- that provides a solution against all three attacks defined in the
cation attacks, while attackers have absolutely no informati@yzantine attack model simultaneously.

about the key even if they obtain the contentwofkeying  Theorem 1:With the use ofin keying messages, each jof

messages and collude. For a key establishment scheme ugifg a Byzantine resilience vectéw, e, d),, can be achieved

m keying messages, the set of achievable Byzantine resilientgnd only if v + e+ 2d < m — 1.

vectors lies in a 3-dimensional region, which illustrates secu- Proof: The theorem states that the boumd+ e +

rity of the particular scheme along three axis, confidentiality] — 1 — 1 is both optimal and tight. In the following, we

availability, and integrity (see Figure 2). start by showing the optimality and then propose a new key
We can analyze the security of previous key establishmesgtablishment scheme to prove the achievability.

schemes within our new unifying framework. In [4], [13], To showv 4+ e+ 2d = m — 1 is optimal. Ife = d = 0,

secret keys of lengtlt are derived at destination nodes byhen we havev < m — 1, since the secret key becomes

the bitwise XOR of all keying messages, each being exactigterministic given alin keying messages. The upper bound

k bits, i.e. Kgp = M1 @ ... ® M,,. It can be verified that of v+e-+2d = m—1 in this case is trivial. Foe+d > 0, we

the end-to-end secret key remains confidential if not all keyirdgnote[My, ..., M,,] as afeasible message vectan which

messages are revealed to attacks. Thus, this scheme achidves .., M,, are a set of allowable keying messages that can

IIl. PROVING THE OPTIMAL BYZANTINE RESILIENCE



be used to establish a secret kBygp = f(My,...,M,,). the secret key<sp completely unknown. So we only need to
Now, without loss of generality, we assume that the first show that the destination node can recover k&yp with ¢
keying messaged/y,..., M, are revealed to attackers whoerasures and errors, given tha2d+e¢ = m—v—1. Toward this
are able to collude. Then, with this information, the attackeend, we re-write equation (5) using a matrix representation:
can rule out any feasible message vector whose«iksying 1 2 "
M, o1t 121 Ksp

messages are not equal A6, ..., M,. To guarantee uncon- 1 9 v

o . Mo 1 2 2 e 2 A
ditional secrecy of the secret key, all possible keys must b = i _ . _
feasible. It is necessary that the number of remaining feasibl o : : : :
message vectors with the firstmessages in common must be M, 1 m' m? ... m® A,
no less tharR®, i.e. the number of all possible secret keys o

It is easy to verify that then x (v + 1) coefficient matrix
length k. Formally, if H(-) denotes the entropy function and
feasible message vectors are random, we derive (denoted byG) on the right hand side is a Vandermonde

matrix, whose any + 1 rows are full rank because

H([Ml, M, )| My, ..., M,) 1 g 2
(f(Mh.-., M) My, ..., M,) 1o 2 i
H(Ksp|Mi,...,M,) e e U (CRRaR R
H(Ksp) 1ol 2. ity e
=k @ whereiq, ..., i, + 1 are the index of any + 1 rows of matrix

where Ksp, is the secret key. The second step is from tHe. Thus, any non-zero vectatin GE,"*") of sizel x (v+1)
information processing inequality and the fourth step hold@&n be orthogonal to at mostrows of matrixG. We have
because all keys are equally likely due to the definition of L = . L=
unconditional secrecy (1). Equation (2) implies that with the vZ # 0, Hamming(G7,0) > m — v (©)
first v messages fixed, there exists at le¥sfeasible message where 0 is a zero vector andlamming(-) is the Hamming
vectors. These* feasible message vectors are different only idistance function. This implies that matri& is a gener-
the lastm — v messages, each of lengthThus, the minimum ating matrix for a(m,v + 1,s) linear error control code
Hamming distance of these feasible message vectors (i.e. itheGF, with a minimum Hamming distance of at least
minimum number of different messages in any two feasible — v. According to error control coding theory, given that
message vectors) can be no more thar- v. According to 2d + e + 1 < m — v, any d modifications ande erasures
error control coding theory, givea erasures and modifica- of the keying messages can be corrected at the destination
tions, two feasible message vectors with a Hamming distanoede using a sphere decoding algorithm which finds the
of m — v remain distinct and separable only if closest feasible message vector to the received one [17]. We
summarize the optimal key establishment algorithm as follows:
2d+e+1<m—-—v & v+e+2d<m-—-1 3)

This gives the optimality of bound + ¢ + 2d < m — 1. Algorithm 1: Optimal Key Establishment Algorithm

For achievability of the bound, we propose a new key 1) Source node generates a random Kgy, andv random
establishment scheme that achieves any Byzantine resilience integersA;,..., A,.
vector(v, e, d),,, satisfying the upper boungt-e+2d+1 =m 2) Initialize i = 1.
The proposed algorithm for generating keying messages is . .
similar to the polynomial evaluation used in [14]. However, 3) Source node generatds; = Ksp + Ari + ... + Avi"
we employ a different decoding strategy and show that the and sends it to destination node.
algorithm can deal with revealing, erasure, and modification4) If i <m, leti =i+ 1 and go to step 3.
attacks at the same time. Let> 2 be a prime number. Thus  5) Destination node employs sphere decoding to derive
the desired secret key can be regarded as an integer in the field ¢, upon receiving the keying messages.
GF,, i.e. Ksp € [0,2F — 1]. We generate a random degree

po'ynomia' in GFP as fo”ows: ThIS Complete the prOOf Of Theorem 1. | |
q(z) = Ksp + A1z + ...+ Ay2" (4) Remark 1:When the length of keying messages is less than
_ that of the secret key (i.e. lendth/;) < k), it can be proven
where A; € GF, for i = 1,...,v are randomly chosen that a Byzantine resiliencéy, e, d),, can be achieved if and
integers. Themn keylng messages are computed at the sourgflly if v+ e+ 2d < m — [m]. This is a more general
node by evaluating(z) atm distinct points for = 1,...,m, result than Theorem 1 that appﬂes to all key establishment
i.e. algorithms. Its proof is omitted due to space limitation.
(M1, Ma, ..., My = [q(1), q(2), ..., q(m)] ) Theorem 1 shows that for a givem > 1, the set of

achievable Byzantine resilience vectdrs e, d),, form a 3-
Since the polynomial has degregit has been shown in [14] dimensional tetrahedrdd+e+v < m—1 as shown in Fig 2,
that revealing no more than keying messages would leavewhile previous key establishment schemes only achieve certain



2-dimensional sub-planes in the tetrahedron: the polynomial Proof: Suppose that out of m paths are malicious. We
based approach in [14] achievés+ e+ 1 < m,d =0}, the need to find the maximum allowablesuch that a secret key
Reed-Solomon code based approach in [15] achigwes- can be established under smart Byzantine attacks. Since each
0,e +2d +1 < m}, and the XOR based approach in [4]malicious path contains at least one attack, we obiaig
only achieves a single lingp < m — 1,e = 0,d = 0}. Our ¢ + e + d. Clearly, a erasure attack and a modification attack
framework for key establishment includes all previous resulisan not exist on a single path, while each of them can co-
as lower-dimensional special cases. exist with a revealing attack. This implies two more feasibility
constraintsz > v andx > d + e. Thus, we can formulate a
max-min optimization problem, where a network operator tries
to maximize path resilience under the feasibility constraints
and colluding malicious nodes minimize path resiliemaaver

all possible Byzantine attacks, given that the vectare, d)

satisfies2d + v + e = m — 1. Formally, we have

12+

0 maxmin x @)
g T wv,e,d
£° subject to = >e+d
o 64
s ol T >v

2 o r<v+e+d

% s Polynomial e v + 2d + e =m — 1

15 20 v (revealing) ZT,v,e, d 2 0

e (erasure) 25
30 30

Solving this linear optimization problem, we derivg,, =
| L], which completes the proof. ]

Fig. 2. Form = 30, this figure plots the 3-D optimal Byzantine resilienceg  Maximum re Kev E lishment Pr ili
region (i.e. the tetrahedron defined &y+e+v < m—1) and 2-D sub-planes a um Secure Key stablishment Probab ty

achieved by previous schemes. For known attack statistics, we compute the secure key
establishment probability for any given scheme and then
maximize the probability over the set of achievable Byzantine

IV. APPLICATIONS INWIRELESSAD Hoc NETWORKS resilience vectors. In practice, when keying messages are
fgrwarded on non-deterministic or random communication

The Byzantine resilience vector and its optimal boun o .
; . aths, the average probability that a keying message has
proved in Theorem 1 provide a fundamental benchmark, fram . 7 .
: : . . een successfully attacked during transmission can be derived
which many important security performance metrics can he o - .
) ) . - from historical statistics of Byzantine attacks. Assume that the
derived directly, for given statistical attack patterns. In this S . L
probability is i.i.d. for each keying message and is giveripy

section, we show two examples to illustrate how to apply oy , and P, for the revealing, erasure, and modification attacks

results to the design and analysis of key establishment schemg&s ™ . . ) ;
. . . respectively. Thus, a keying message remains attack-free with
in wireless ad hoc networks. The first example focuses on . X
L - . . robability Py = 1 — P, — P, — Py. For a key establishment
maximizing the resilience to malicious paths, while the second . : o
scheme usingn keying messages, the probability that exactly

example optimizes the secure key establishment probabili% revealing attacksg erasure attacks, and modification

A. Maximum Malicious Path Resilience attacks have been successful is

In ad hoc networks, a message forwarding path is malicious P (v, e, d)
if it contains at least one compromised or fabricated node. [ n n—uv N =V =€\ pvpepdpn-uv-c—d
As the simplest case, if there is exactly one attack on each =~ \ o e d vietdso
maI|C|0L_Js path and the number of each type of attgck is (n!)P’:};P&ePgPézfvfefd
equal (i.e.v = e = d), then from2d +e+v < m — 1, it = (8)

NeN(d(n —v —e—d)l
is easy to verify that an end-to-end key can be established _(U')(e')(d')(n v—e—d) )
securely if less than three quarters of paths are malicious (f¥c0rding to Theorem 1, a secret key can be established
vtet+d< LWJ)- However, the assumption of equafsecurel_y if and only |f2d + e+ g_ m — 1. qu given
numbers of attacks is impractical, because malicious nodes Gyffantine attack statistics, we can derive the maximum secure
collude to perform multiple attacks on a single path and cau§gY establishment probability as the solution to the following

maximum damage to the secret key establishment. For siffimization problem over the set of achievable Byzantine
smart Byzantine attacks, we derive the maximum malicioti§Silience vectors:

path resilience as follows. max > Pu(ig) 9)
v,e, . .
Corollary 1: Under smart Byzantine attacks, an end-to-end i<v,j<e,l<d
secret key can be established securely if and only if less than st. 2dtetv<m-—1

one third of paths (i.eLmT‘lJ) are malicious. v,d,e >0 (10)



The optimizer of problem (9) defines the optimal key estab- The following example contains a generating matrix and a
lishment scheme with the best security performance. parity check matrix for ar(8,2,5) linear binary code
In general, problem (9) can be solved by an exhaustive
search over all Pareto optimal vectors satisfying the bound Q-
2d + e + v = m — 1. However, if P, P., Py < £2 holds
(i.e. attack probabilities are small), then we can prove that r
P,.(v,e,d) is a monotonically decreasing function ouere,
andd, respectively. In this case, the optimization problem (9)
can be easily solved by a greedy algorithm that incrementally H=
improvesy, e , andd by a unit step-size according to a discrete
gradient[P,,,(v+1,e,d), Py, (v,e+1,d), Py, (v,e,d+1)]. The
greedy algorithm is guaranteed to converge to the optimal B -
Byzantine resilience vector that satisfiekt-e+v = m—1and For an input vectorr = [1 1]7, the corresponding codeword
achieves the maximum secure key establishment probabilitygiven byy = G#=1[1 1100 1 1 1]7. Now, suppose that
Details of the algorithm are omitted. the first two bits ofy are erased and the third bit is flipped,
i.e. the received vector becomgs= [x = 000 1 1 1]7.
V. Low-COMPLEXITY KEY ESTABLISHMENT SCHEME . AR
We replace erased coordinates gnwith ones and zeros
UsSING XOR . 2 T
) . ) - respectively and compute two syndromés= [0 0 0 0 0 1]
Theorem 1 gives the optimal Byzantine resilience that ig,q,1 — 01000 1)T. By looking up the syndrome table
ilch|_||evable byhthe kely establll_sr;me_nt schfe:ne m_AIgorlth@r this (8,2, 5)-code, we gettB = 00011000 and
1. However, e(vj Jm multiplications of large integers ;i _ 155 1 o o ¢ 0 0]. Since 0 contains two errors on
in GF, with p > 2% for constructing keying messages an . e .
(41)m . . . ._non-erased coordinates, whilé contains only one error, we
the 2 Hamming distance computation for recovenn% o = .
oose all ones on the erased bitgjiand subtract! from it.

the secret key with a sphere decoder renders Algorithm_ 1.~ .
. L . . . is gives us the correct codewoid In the next section,
impractical in wireless ad hoc networks. In this section, we . : . .
. . . . we generalize this syndrome decoding method and derive
derive a class of low-complexity key establishment algorlthmsn alaorithm for secure kev establishment. The broposed
that only requires bitwise XOR operations and simple taba oritghm not only corrects ?/nodifications an-d erasEreE but
lookups. The new algorithm, generalized from linear binara/g . y cort '
: . : Iso achieves unconditional secrecy for end-to-end keys.
error control codes, is able to achieve a nearly-optimal per-
formance. We first describe the proposed algorithm and thgn

provide a security and complexity analysis.

- 4T

—_—o R OO O
_—_—_0 oo = O
__ 00000 O

o oo O~k O
_— O OO == O
—_— O oo, O O+
—_ OO, OO
SO O OO ==

Low-Complexity Key Establishment

_ _ ) Let X1,...,X; be a set of lengtl pseudo-random vectors
A. Syndrome Decoding for Linear Binary Codes constructed at the source node. We stack thesandom
A linear binary codeC is a linear subspace of the field ofvectors into a matri{X;,..., X;] and encode each row of

binary vectors. IC is an(m, ¢, s)-code, then it encodes vectorghe matrix using &m + 1,¢, s) error control code, which has

of length ¢ into codewords of lengthn, whose minimum a generating matrix

Hamming distance is. Let G of sizem x ¢t be a generating

matrix for this linear code. Codewords are obtained by linear gor  goz ... Yot

combinations of the rows of, i.e. if 7 is a vector of length G| 9 o g (11)

t, theny = GZ has lengthm and is the codeword faf. : : : :
To correct both error and modification in a received code-

word, the following syndrome decoding procedure for binary

linear codes can be employed: Ltbe a parity check matrix The codewords form a matri& - [ X1, ..., X;]T of size (m +

for codeC. We first replace the erased coordinates by all zero$ x (k). Now, we choose a secret key as the first row of the

(denoted byy") and all ones _(denoted by') and compute codeword matrix and keying messéayg as the(i+1)’th row,

two different syndromes (i.e:® = H"y0 andr! = H'yl) fori=1,...,m, ie.

respectively. By looking up® andr! in the syndrome table T T

to obtain two different error vector® and I, the one that [Ksp, Mis..s M| = G- [Xy, ..., X 12)

contains fewer number of errors on non-erased coordina§fce jinear binary codes are used, all operations required
gives us the_correct syndrome that should be chosen. Mare, simply binary XORs. Lets be the bitwise XOR op-
precisely, if 0 (or r! instead) gives fewer errors, then theyaior for vectors. The algorithm for generating keying

original codeword can be recovered by inserting zeros (Rfossages at the source node is summarized as follows:
ones) on the erased coordinates and then subtracting the error

vectort? (or t1) i.e. ¥ = y° —t9 (or ¥ = y! —t1). In classical Algorithm 2: Generating Keying Messages
coding theory, it has been proven that(amn, ¢, s)-code is able
to correct any erasures and modifications at the same time,
given that2d +e < s — 1 [17].

gm1 Gm2 - Imt | (pi1yxe

1) The source node construatdength% pseudo-random
vectorsXy, ..., X;.



2) The end-to-end secret key is derived as matrix RO = HT - | My, ..., My _. T, where each column of
Ksp = (901X1) @ (go2X2) & ... ® (9ot X¢) - R is a syndrome vector. On the other hand, if we assume that

the erased keying messages are all one vectors, it is easy to

show that the syndrome for thih row of []\Zfl, e J\me,e}

4) Source node generates keying messilgesends it 0 pecomes @ R?, with 7 as a perturbation vector defined in

3) Initialize i = 1.

the destination node, and erasés locally: Step 4. Thus, by looking up the syndrome table and comparing
M; = (gi1X1) @ (9i2X2) & ... B (g X2) . the corresponding error Vectors, we can recover the f|_rst bit of
. o the secret key, and thereafter bit by bit. In Stepé&hcent is a
5) If i <n,leti=1i+1 and go to step 4. population count instruction which counts the number of "1”
6) Source node erasés,, ..., X; from his memory. bits in a word and:mp means comparison of two words [18].

To facilitate table lookups, we use computed syndromes as the

i ) indexes into the syndrome table.
Without loss of generality, we assume that the last

keying messages are unavailable to the destination node dueSecurity Analysis
to erasure attacks and the remaining— e keying messages

contain d faulty ones due to modification attacks. Léf 1,1, s) with dual code(m+1,m~+1—t, '), the proposed low-

be a parity check matrix of sizém + 1) x (m + 1 — 1) complexity key establishment algorithm (i.e. Algorithms 2 and

fc:r thtf] 9?”93"‘“'."9 mtarl]trlx n (,[1|:<L)' V\:ethuss t?e Io Ilowmd%) achieves a Byzantine fault tolerance vectore, d),,, for
algorithm for deriving the secret key at tne destination nods._ o and2d+e = s—2. In particular, when both codes are

maximum distance separable (MDS), the proposed algorithm

1) Destinati q ,  least.e Kevi achieves an optimal Byzantine resiliencedft-e+v = m—3.
ination n receiv ingm ) .
) Destination node receives at least-c keying messages Proof: We first prove that the proposed algorithm can

Moo Mip—e. recover the secret key under erasure and! modification
2) Define a mask vectorl according to the indices of attacks, and then show attacks have absolutely no information
received keying messages; = 0 and about the secret key with revealing attacks.
Since each row of the codeword matfXsp, My, ..., M,]
pee s M is a valid codeword for thém + 1,¢,s) error control code,
~ classical coding theory shows that up |t&;* ] errors can be
3) Destination node computes a submatiixconsisting of corrected by syndrome decoding. In Algorithm 3, we choose
the m — e non-erased rows off: thee 4+ 1 erased keying messages to be all zeros or all ones.
Because the error control code is binary, one of the two choices
introduces no more thahtt! | new errors, and thus leads to
4) Destination node computes a syndrome perturbatioo more thand + Leglj errors in total. These errors can be

Theorem 2:For a linear binary error control coden +

Algorithm 3: Deriving Secret Key

1, if M; is received .
A = ’ v =1
Bk { 0, otherwise vi

H,=H;y, fori=1,...,m—e.

vector7 as the XOR of the: + 1 erased rows of{: corrected by the syndrome decoding in Algorithm 3, if the
- following is satisfied:
r= Hl D Hm,eJrQ .. D Hm+1~
} R R T e+l  2d+e+1 s—1
5) Destination node deriveB® = H7- [Mh...,Mm,e . d+| 2 I=1 2 I=<l 2 J (13)

e This establishe@d + e < s — 2 as a sufficient condition for
6) Initialize i = 1. Let ADDR be the base address of therecovering secret kef sp.

syndromti table stored at the destination node. To show that secret kef(s, remains completely unknown
7) Retrievet? from addressADDR + RY. to attackers, without loss of generality, we assume that keying
8) Retrieveti from addressADDR n (R? ® 7). messaged/y, ..., M, are reveal_ed tq attackers. A_ccordmg to
B i L (12), attackers have + 1 equations in the following matrix
9) Thei'th bit of Kgp is given by representation
Spi = t?a_) if popcnt(to /\ A) < pOpC’ﬁ,t(fl /\ A) ngD gor 9go2 ... got XlT
’ 1@ti, otherwise M g1 g1z ... Git X7
. = . . . : 14
10) Ifi <k, leti =7+ 1 and go to step 5. : : : . : : ()
]\/[Z gul Gov2 e gmt X;fT
In Step 5 above, each row C{'Mb iy '7]\2[777,76:| is a valid Because the dual error control code + 1,m 4+ 1 — ¢, ')

codeword generated by (11) with + 1 erasures andi has distance’, classical coding theory shows that asty- 1
modifications. According to the syndrome decoding procedurews of theG matrix are linearly independent. Furthef,is
described in Section V.A, if we assume that the erased keyingper bounded by’ < ¢ + 1. Whenv < s’ — 2 as claimed
messages are all zero vectors, we can compute a syndramghe statement of Theorem 2, we also have 1 < ¢. This



implies that the first matrix on the right hand side of (14) is Complexity Metrics | Generating ]| _ Recovering |

f Computation [ Bitwise XOR o(km?) o(km?)
ull row-rank.
Thus, whenM;, . .., M, are fixed in (14), for each possible] Random Vector o(m) -

choice of secret keyiKsp, equation (14) defines a system Table Lookup ) o(k)
of v + 1 linear equations witht unknowns, i.eXi,...,X,. popent and cmp - o(k)
There exists2t~*~! possibleXy,...,X, vectors such that Total Computation o(km?) o(km?)
(14) is satisfied. More precisely, since vect®s ..., X, are [ Storage (bits)| Syndrome Table - o(m2m=7)
generated randomly by a uniform distribution, we have Coding Matrices o(m?) o(m?)

Prob {KSD _ f(| [Ml, o ZV[U] _ M} Auxiliary Vectors o(km) o(km) _

Total Storage o(km +m?) || o(km +m2™~%)
Pm%Kw:KﬂmwwMA:M}
= 2 TABLE Ii
ZK PrOb {KSD = K7 [M17 ey Mv} = M} SUMMARY OF THE COMPLEXITY ANALYSIS FOR THE PROPOSED KEY

ESTABLISHMENT ALGORITHM IN TERMS OF COMPUTATION OVERHEAD
AND STORAGE SPACE

Pl"Ob{[Xb-.»,Xt] € X}”(,M}

S Prob {[X1,. ., Xi] € Xy |

1

T2k can be greatly reduced. Similarly, a logic circuit that consists
where X, ,, is the set of allX,,..., X, satisfying (14) for of multiple bitwise XOR logic gates can be used to perform
Ksp = K and[M, ..., M,] = M. Equation (15) used the & XOR of vectors.
fact that’XK MJ — 2t=% for all K andM and thatX, ..., X,
are uniforml’y istributed. From (15), we conclude that given
keying message®l,, ..., M,, unconditional secrecy as de- Consider a wireless ad hoc network with= 1000 nodes,
fined in (1) is achieved ib < s’ — 2. uniformly distributed in a square area of size= 100. We

In addition, according to classical coding theory, for binargssume that nodes in the neighborhood of Communication

error control codes, we haver-s’ = m+1 when both the pri- range R = 15 share pre-installed keys with probabilify

mal and the dual codes are maximum distance separable. THUgse pre-installed link keys are used to secure keying mes-
we derivev +2d+e = s+ s’ —4 = m — 3, which is the sages during transmission. To discover separate message

(15)

VI. NUMERICAL EXAMPLES

desired result. m forwarding paths for each node pair, we implement the Zone
) . Routing Protocol (ZRP) [16] with a zone radius of 2 hops.
D. Complexity Analysis In all simulations, compromised nodes are randomly selected

We analyze the complexity of the proposed key establisffom the N nodes such that the locations of compromised
ment algorithm in terms of computation overhead and storagedes are also uniformly distributed in the area.
space. For computation overhead, since we are restricted t&Ve define the probability of secure key establishment as the
linear binary codes in this paper, all operations are performaderage probability that two nodes can successfully establish
in Gfy. We observe that the algorithm consists of four basen end-to-end secret key, and at the same time, the secret
operations: binary XOR, table lookup, pseudo-random vectokgy remains completely unknown to attackers even if they
and assembly instructions (i.eopcnt and cmp). For storage collude. Forp = 0.5 and the optimal key establishment
space, a syndrome table, generating and parity check matriadgorithm (i.e. Algorithm 1), Fig. 3 plots the probability of
and auxiliary vectors have to be stored at each node. secure key establishment for the userof= 1, 5, 10, 20, 30, 40

Table 1l summarizes the complexity of our proposed kekeying messages, under Byzantine attacks with equal proba-
establishment algorithm. As a numerical example, for a ndiilities. It can be observed that the optimal key establishment
work usingm = 30 keying messages and an AES encryptioalgorithm with m > 20 can safeguard secret keys with a
with key size k = 128, the complexity is on the order successful probability of over 80 for as many as’0 (i.e.
of 200K operations and 4M bits of storage for generatingfs) malicious nodes, and its security performance benefits
keying messages and recovering a secret key. Our propofedh the increase of keying messages as more path diversity
algorithm, which is able to guard against all three attacks in tieeexploited. In another simulation withh = 30, Fig. 4 shows
Byzantine attack model, is much less complex than previotisat the probability of secure key establishment remains almost
key establishment schemes [14][15]. the same for different pre-installed key-sharing probabilities

Remark 2: The complexity analysis summarized in Table.lp = 0.5,0.6,0.7,0.8. This observation implies that no matter
is derived for the worst-case. A practical implementation afhat key pre-distribution algorithm is used, the Byzantine
the proposed key establishment algorithm may have muigsilience achieved by the proposed optimal key establishment
lower complexity by performing the algorithm in parallelalgorithm can be guaranteed. Thus, complicated key pre-
For example, multiple entries in the syndrome table can kiéstribution algorithms that are intended to provide high pre-
accessed at once, such that the complexity for table lookupstalled key-sharing probability may not be necessary, since
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Fig. 3. Probability of secure path key estab-
lishment v.s. number of compromised nodes fo

m = 1, 5,10, 20, 30, 40 keying messages. 0.5,0.6,0.7,0.8.

full key-connectivity can be achieved by our on-demand key[3]
establishment algorithm.

For the same network model with = 0.5 andm = 30, 4]
we compare the security of the optimal key establishment
algorithm in Section Ill, the low-complexity key establishment 5]
algorithm in section V, key establishment using single path,
and the three previous multi-path key establishment schemes.
Our two proposed key establishment algorithms both achievé®!
a significant Byzantine resilience improvement over previous
schemes, while the lower-complexity algorithm in Section V [7]
has a performance that is close to the optimal one, and is
more suitable for practical implementations. This comparison[g]
highlights the importance of defending against multiple attacks
simultaneously: The overall resilience of a security algorithm[gl
is determined by the worst individual-attack resilience (i.e.
min(v, e,d)) against Byzantine attacks. It also demonstrates
the excellent security-complexity properties of the proposef?]
method. [11]

VIl. CONCLUSION [12]

This paper proposes a unifying framework for analyzing the
Byzantine-resilience of any key establishment scheme, quaHh3l
tified by a new security metric we call a Byzantine resilience
vector. A universal bound on achievable Byzantine resilience
vectors is derived in closed-form and can be attained by odi#4]
proposed optimal key establishment algorithm. For practicaﬁs]
implementations, we also develop a low-complexity key es-
tablishment algorithm that achieves nearly-optimal Byzantine
resilience. Our analysis and simulation show that the capabilit[)ie]
of defending against multiple attack classes simultaneously Is

critical for the security of wireless ad hoc networks. a7
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